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AbstractÑ In this paper the results of a CAN-based distributed real time adaptive control system of
a small dc-motor are presented. The goal was to measure the performance of a pole-placement
adaptive control algorithm under several jitter conditions due to MAC.

Introduction

It is well know that the use of a distributed control
architecture induces jitter problems in the
sampling period definition that leads to the
degradation of the control performance [1], [2]
and [3]. This degration is seldom evaluated with
real-word, real-time systems and most of the
results are obtained by simulation. In this paper
experimental results obtain under different jitter
conditions are presented.

The System

The block diagram of the used system is
presented in figure 1. The system includes 4
nodes (sensor, controller, actuator and load
generator), based on CANivete boards [4], a
small dc motor, additional signal conditioning and
power control boards.

Figure 1 Ð Block diagram of the system.

The functions of each node vary between
different tests as will be seen. Each node

connected to the CAN bus can be sensor and/or
actuador and provide the interface with the
controller, as needed. The fourth node is used to
generate load in the CAN bus.

The controlled system consists of a small 24V dc
motor connected to another motor that loads the
first one. The load of the controlled system can
be changed by changing the resistor connected
to the load motor. A block diagram of the system
can be seen in figure 2. The controlled variable is
the rotation speed of the setup. The speed is
measured  by  an  analog   tachometer   and   the
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power applied to the driving (active) motor is
controlled by a PWM amplifier. The overall
system is very noisy.

Figure 2 Ð Block diagram of the controlled
system.

Due to the low processing power of the nodes, a
PC, connected to the controller node by means
of a serial line and running MATLAB, computes
the control signal and runs the system
identification algorithm.

A picture of the system is shown in figure 3.

Figure 3 Ð Picture of the system.

The Adaptive Controller

The system described will be subjected to
disturbances due to the load generator that will
introduce varying reading and actuation jitter in
the system. The controller system used was an
adaptive controller. The adaptive controller block
diagram is shown in figure 4 [5].

The adaptive controller has two loops. The inner
loop includes the variable dynamics controller
and the process. The outer loop is composed by
the recursive process parameter estimator and a
design calculator block and is responsible for the
adjustement of the parameters of the controller.

Design Estimation

Controller Process

Specification

Reference

Process Parameters

OutputInput
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Figure 4 Ð Block diagram of the adaptive
controller.

The controller was implemented in MATLAB.

System Identification

The system identification provides the estimated
parameters for the controller design. Pre-
identification tests led to the value of the order
and dead time of the system. The systemÕs order
is two and the dead time one sampling period.
The resulting discrete function was obtained
using the parametric-type model ARX [6] which is
adequate to operate in conjunction with a control
function of the pole-placement type. System
parameters were estimated using the least
squares criterion and a recursive implementation
for this method was adopted.

The Control Function

The pole-placement technique was used. With
this technique the closed-loop response of the
system is totally specified in advance. Closed
loop behaviour was determined by choosing
adequate values for the damping factor and
bandwidth of the system. An observer polynomial
was also chosen.  The polynomial imposing the
closed loop dynamics was chosen so that a
bandwidth of 4 rad/s and a damping factor of 1
was obtained. The observer polynomial was
chosen to have a bandwith of 8 rad/s and a
damping of 1. The parameters of the control
function were obtained by directly solving the
resultant DiophantineÕs equation.

Test Description

Several tests were made under different
conditions as reported.

Active
motor

Load
motor
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1 - Centralized control

Sensor, controller and actuator functions are
centralized in the same node. The block diagram
of the system is presented in figure 5.
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Figure 5 Ð Block diagram of the system Ð Test 1.

2 Ð Half distributed control

The sensor function is implemented by node 1.
Controller and actuator functions are
implemented using node 2. The block diagram of
the system is presented in figure 6.
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Figure 6 Ð Block diagram of the system Ð Test 2.

The sensor node sends a CAN message with the
sampled value to the controller/actuator node
every sampling period. A block diagram showing
the communication scheme is shown in figure 7.

A
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Figure 7 Ð Communication scheme for test 2.

3 Ð Fully distributed control

Sensor, controller and actuator are implemented
using different nodes, node 1, node 2 and node
3, respectively. The block diagram of the system
is shown in figure 8.
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Figure 8 Ð Block diagram of the system Ð Test 3.

Two different communication schemes were
implemented in this test. The first one uses two
different CAN messages: one to send the
actuation order directly to the actuator and
another sending the sampled value of the
process to the controller. Figure 9 presents the
communication scheme for Test 3.1.

S C

S A

Node 1 Node 2 Node 3

Figure 9 Ð Communication scheme for test 3.1.

The second communication scheme uses one
CAN message from sensor to controller, sending
the sampled value and implying the actuation
command. The controller gives the actuation
order to the actuator sending another CAN
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message. Figure 10 presents the communication
scheme for Test 3.2.
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S C

Node 1 Node 2 Node 3

Figure 10 Ð Communication scheme for Test 3.2.

The tests described were made with and without
the load generator node connected to the
system. The load generator was intended to
generate CAN messages that would introduce
jitter in the actuation command of the control
scheme. The messages generated used the PSA
benchmark [7][8]. Two different patterns for the
identifiers of the control messages were
introduced: one with the message identifiers
lower than the ones of the load messages, and
another with message identifiers higher than the
ones of the load messages.
Test 1 was intended as a base test and was
done without load generation.
The sampling frequency used was 100ms. The
identification procedure was stopped after 300
iterations.

Experimental Results

The quadratic mean square error obtained
comparing  the  reference  with  the  output of the

Test Mean Square Error
Number Load Ids Best case Worst case

1 no ---- 0.1241 0.1757
2 no ---- 0.1301 0.3628
2 yes low 0.1509 0.8992
2 yes high 0.1541 0.4049

3.1 no ---- 0.1051 0.4349
3.1 yes low 0.1323 0.3210
3.1 yes high 0.1458 0.2992
3.2 no ---- 0.1435 0.4096
3.2 yes low 0.1882 0.4270
3.2 yes high 0.1866 0.3915
Table 1 Ð Report of the Mean Square Error

system is presented in Table 1 for all the tests.
The Ids field refers to the control messages
identifiers.
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Figure 11 Ð Experimental results of test 1- best
case.
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Figure 12 Ð Experimental results of Test 2
without load generation Ð best case.
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Figure 13 Ð Experimental results of Test 2 with
load generation and low control message Ids Ð

worst case.
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Figure 14 Ð Experimental results of Test 2 with
load generation and high control message Ids Ð

worst case.

Test 3.1:

0 100 200 300 400 500 600
0

1

2

3

Figure 15 Ð Experimental results of Test 3.1
without load generation Ð best case.
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Figure 16 Ð Experimental results of Test 3.1 with
load generation and low control message Ids Ð

worst case.
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Figure 17 Ð Experimental results of Test 2 with
load generation and high control message Ids Ð

worst case.

Test 3.2:
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Figure 18 Ð Experimental results of Test 3.2
without load generation Ð best case.
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Figure 19 Ð Experimental results of Test 3.2 with
load generation and low control message Ids Ð

worst case.
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Figure 20 Ð Experimental results of Test 3.2 with
load generation and high control message ids Ð

worst case.

The results show that the introduction of load
generation, that will lead to reading and actuation
jitter, degradates de quality of the controller
system, as does the distribution of the control
between several nodes. The degradation of the
control systems is not very severe as the control
system doesn«t loose the ability of following the
reference signal. In the present case, the
degradation introduced doesnÕt seem to be
related with the control message identifiers as
can be worst with lower identifiers (Test 3.1 and
Test 3.2) then with higher ones! This can be
considered very odd and must be validated with
further tests. Anyway, several questions can be
posted. In our opinion the first ones are: Could
the ratio between the load traffic periods and the
sampling period impose this behavior? Can the
closed-loop characteristics of the adaptive
controller overcome the jitter influence? Is the
real system noise hiding the jitter effects? Should
we be concerned with the jitter effect when
controlling real noisy systems?

Conclusions

A distributed control architecture for adaptive
control based in the CAN bus was implemented
and experimental data of the degradation of
control system was collected. The tests were
made under different load conditions and
distribution strategies and the results show that
the distribution of the system and the introduction
of jitter led to a degradation of the control. That
degradation is not very severe and the controller
never looses the ability to follow the reference
signal. As future work we will try to get answers
for the posted questions and study other control

strategies under the same conditions to verify is
the results depend on the control strategy.
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