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CAN Worst Case Study: A New Approach
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Abstract: Substantial work has been done on the problem of optimizing
messages transmission on the Controller Area Network (CAN). Due to its hard
combinatorial nature, CAN is a challenge for those who deal with the analysis of
optimal ordering. In this paper, we present a new scheme on the worst-case
response time of messages, considering a theoretical approach which allows
the use of known optimization procedures.
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1 - Introduction:

The fast increase on the use of
distributed control systems in several
industrial processes, together with the
challenging search of an optimal
scheduling mechanism justifies the great
interest in this subject. We study real-
time control systems where computer
control nodes are connected via a
communication network to coordinate
demand of messages.
Control variables are typically periodic.
The different periods are designed by
control specifications of the distributed
system. To reduce message
transmission delay and thus obtain high
communication channel utilization, the
controller network employs message
priority scheme.
In this paper we focus on CAN
(Controller Area Network) - an important
application of hard real-time distributed
system, where processor nodes are
connected by one or more CAN
communication channels and each node
uses pre-emptive scheduling to select
running tasks. Due to its combinatorial
nature, CAN is a challenge for those

who deal with the analysis of optimal
ordering.
The SAE (Society of Automotive
Engineering) benchmark for class C
automotive systems concerning safety
critical control applications [1] is
considered in this paper where the
number of processing nodes, tasks set,
size of messages (given in bits or
milliseconds) [4], periods and their
priorities (assumed as deadlines of
messages) are given. Table 1.1 shows
some SAE specifications. Due to the
interference of different message
transmission periods, the time intervals
between successive instances of the
same periodic message may suffer
some fluctuations. This is the so called
jitter.
Jitter may also occur as consequence of
noise or EMI, despite the robustness of
the considered network.
The jitter minimization has been studied
as a combinatorial problem leading to an
enormous number of different
combinations which suggests the use of
algorithms for the optimization of the
parameters. In [13] a mathematical
formulation of the problem was
presented and the algorithm simulated
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annealing used to minimize the jitter. In [2]
a modification of the genetic algorithm
was used together with a simulation of
the process achieving a measure of
fitness for the system. The control loops
performance, considering jitter in the
variables, was studied by [9] and [16].
Other issue commonly studied is
considering the worst-case analysis,
i.e., the maximum amount of time a set of
queued messages can take to arrive at
their destination processors, as a
parameter of fitness for the variables. In
[17] the worst-case response time of a
given message was given.  In this work,
we present a new scheme on the
worst-case response of given
messages in an interval of time. This
approach allows to the identification of
the maximum delay of a message, within
its deadline, and to a fitness measure for
the considered system.
Messages with shortest deadlines are
assigned to highest priorities. Those
messages compete for the exclusive
use of a transmission. The use of
algorithms is needed for determining,
each time the system is available, which
message should be sent next.
This paper is organized as follows. In
section 2 we present a quadratic
assignment problem model for the
problem; section 3 outlines a worst case
analysis, based on the quadratic
assignment formulation. Finally, in
section 4 we present some conclusions.
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1 Traction Batt. Voltage 8 100 P 100 2
2 Traction Batt. Current 8 100 P 100 2
3 Traction Batt. Temp. av. 8 1000 P 1000 1
4 Auxil. Batt. Voltage 8 100 P 100 2
5 Tract. batt. temp. max 8 1000 P 1000 1
6 Auxil. Batt.current 8 100 P 100 2
7 Accelerator position 8 5 P 5 5
8 Brake press., mas. Cil 8 5 P 5 5
9 Brake press., lire 8 5 P 5 5
10 Transaxle lubr. Press 8 100  P 100 2
11 Transac.cl. line press 8 5 P 5 5

12 Vehicle speed 8 100 P 100 2
13 Tract. Batt. grou. fault 1 1000 P 1000 1
14 Hi&lo cont. open/close 4 50 S 5 5
15 Key switch run 1 50 S 20 3
16 Key switch start 1 50 S 20 3
17 Accelerator switch 2 50 S 20 3
18 Brake switch 1 50 S 20 3
19 Emergency brake 1 50 S 20 3
20 Shift lever (PRNDL) 3 50 S 20 3
21 Motor/trans over temper 2 1000 P 1000 1
22 Speed control 3 50 S 20 3
23 12V power ack veh. Cont 1 50 S 20 3
24 12V power ack inverter 1 50 S 20 3
25 12V power ack I/M cont 1 50 S 20 3
26 Brake mode(parallel/split) 1 50 S 20 3
27 SOC reset 1 50 S 20 3
28 Interlock 1 50 S 20 3
29 High contrac. Control 8 10 P 10 4
30 Low contrac. Control 8 10 P 10 4
31 Reverse ans 2nd gear cl 2 50 S 20 3
32 Clutch press. Control 8 5 P 5 5
33 DC/DC converter 1 1000 P 1000 1
34 DC/DC conv. Curr. Cont 8 50 S 20 3
35 12V power relay 1 50 S 20 3
36 Traction batt. gr. fault test 2 1000 P 1000 1
37 Brake solenoid 1 50 S 20 3
38 Backup alarm 1 50 S 20 3
39 Warning lights 7 50 S 20 3
40 Key switch 1 50 S 20 3
41 Main contractor close 1 50 S 20 3
42 Torque command 8 5 P 5 5
43 Torque measured 8 5 P 5 5
44 FWD/REV 1 50 S 20 3
45 FWD/REV Ack 1 50 S 20 3
46 Idle 1 50 S 20 3
47 Inhibit 1 50 S 20 3
48 Shift in progress 1 50 S 20 3
49 Processed motor speed 8 5 P 5 5
50 Inverter temp. status 2 50 S 20 3
51 Shutdown 1 50 S 20 3
52 Status/malfuction(TBD) 8 50 S 20 3

53 Main contractor
acknowled

1 50 S 20 3

Table 1.1- Some requirements of the
messages in SAE to be scheduled

2 - Quadratic assignment

formulation:

Given the set {1, 2, É, N}, the Quadratic
Assignment Problem (QAP) can be
stated as:
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For the location theory [10], F= [ f ij ]

represents the flow matrix where f ij  is

the quantity shipped from plant i to plant
j  and D = [d pq ] represents the distance

matrix where d pq  is the distance from

location p  to location q . The cost of
simultaneously locating plant i to location
p  and plant j  to location q  is f dij pq .

Complete surveys on QAP can be found
in [5] and [13]. Applications of the QAP
can be found in �ela [5], DellÕAmico et al.
[6], Pardalos and Wolkowicz [13] and
include plant layout problems, computer
backboard wiring problems, control
panel problems, among others.
It is necessary for a QAP formulation to
have all parameters, including time
quantity, in a finite amount. In hard real-
time systems each message can be
expressed in terms of indivisible blocks
and the total period taken in interval [0,
N] must be partitioned into equal
indivisible time slots. The value of N was
chosen as a multiple of the maximum
common divisor (MCD) over the given
periods. Geoffrion and Graves [7]
introduced a basic time quantum τ  for
quantization of time and production in a
scheduling plan which induces a
standard block size, allowing a
proportional rate  to the other
parameters.
We have now the problem of minimizing
the total ÒcostÓ of allocation of the slots
of time into the blocks of messages. A
formal model is presented after the
establishment of an adequate objective
function.

Formulation of a hard real-time
system as a QAP

The mapping used by the model
considers the slots of time (of

messages) as the facilities, the positions
in the interval [0,N] the possible
locations, the complete sequence of
messages defines the 0-1 flows and the
minimum interval of time for beginning the
transmission of one message after the
completion of another determine the
distances between them. The
expression of the problem proceeds as
follows.
For a given interval [0,N], a given set of
M messages µp

k
, p = 1, É, M, with

period Tp , size σ p , deadline pD  and

considering pk the current instance of

message µp
k

, pk  = 1, É, 
mT

N
, where

}{ ppm TMCDT = , define

h(p k p, ) = pmp Tk σ+− )1(      (2.4)

Observe that  h(p k p, ) depends on the

instance k and the size of the message.
It describes the position where the
system will be available after message
µp
k

 was sent.

The (NxN) matrices F = [f ij ] and D =

[d pq ] are defined as follows.

f
if i j

otherwiseij =
= +
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Consequently, by means of (2.3) - (2.6),
we set the formulation for a hard real-
time system as a QAP, which minimizes
the total jitter in the interval [0,N].
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 = 1 ,   j = 1, É, N     (2.8)

 xij ∈  {0, 1},  i = 1, É, N, j = 1, É, N                                 

(2.9)

Constraints (2.7) - (2.9) guarantee that
one slot of time will be allocated to one
message within its period pT and vice-

versa.
The mapping assumed in this paper is
based on two data matrices which give
flexibility on the parameters choice,
allowing the inclusion of new items in the
system. By the other side, those
matrices lead to the study of lower
bounds ([5], [8] and [13], among others).
Example 2.1 Ð As an example, we take
5 messages from SAE Benchmark
(signals # 1, 7, 18, 19, 29) and w e
consider 4 instances for the system. The
Simulated Annealing algorithm which has
been successfully used for the QAP [15]
was used here to minimize the jitter
(objective function). The correspondent
simulation is presented in fig. 2.1 and the
obtained jitter was approximately 9.9 ms.
Of course, this result does not
correspond to a real-world situation,
once the network is subject to support
the 53 messages in different instances.
For this reason, heuristics or
enumerative optimization procedures are
required to the search of a sub-optimal
or optimal solution.

This approach allows the discussion of
a fitness measure for the problem of
allocating messages and suggests the
worst-case study presented next.

 

Fig.2.1 Ð Simulation of a system of 5
messages in 4 instances.

3 - A worst-case analysis

We now deal with the worst allocation
of messages in the interval [0,N], i.e.,
messages are sent by its deadline. We
assume a similar analysis to the hard
real-time formulation as presented
previously, with the necessary
modifications to attend the new context.
Messages are ordered according to their
priorities: highest priorities are
associated to messages with shortest
deadlines. See table 1.1, where o(p) is
referred to the priority order given to
message p.
Consider the following function, as the
position where µp

k
can be sent without

violating its deadline:

Follows the definition of matrix D = [d pq ]:

(2.10)

and matrix F = [f ij ]:

f
if i j

otherwiseij =
= +




1 1

0

, ,

, . (2.11)

For the worst-case analysis the
Simulated Annealing algorithm was also
used to achieve the results for the set of
messages in the same interval
considered in example 2.1. Fig. 3.1
ilustrates the messages sent in their
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worst case. Observe that message #1 is
not visible in the interval [0,20].

Fig.3.1 Ð Simulation of the worst-case.
 - Conclusions

In this work we presented a novel
application for the QAP in the context of
hard real-time distributed systems. The
problem formulation as a QAP can
garantee the optimal identifier ordering
and a suitable worst-case analysis,
allowing to flexibility for new prototypes.
By means of this approximation, we are
opening to the control systems theory a
new vision, yielding  a mathematical
formulation in a combinatorial optimization
basis. The wide range of techniques to
solve optimally or sub-optimally the QAP
allows  the systems analyst to chose the
most suitable one.
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